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Abstract — Structure from motion or stereoscopy are used to obtain 3D
from a sequence of still images. However if there is no texture or features
in the images, no 3D can be obtained. Featureless environments are difficult
to reconstruct in 3D using only cameras. Projected light patterns can be
used to measure the shape or an object. However, scattering is the main
problem in light based underwater sensors such as projectors and cameras.
Collimated light such as laser minimizes this problems by focusing the light
in fewer points. Ranged gated cameras can also be used with pulsed lasers
to reduce even more the scattering. In this paper a new structured light laser
system is evaluated to solve the scattering and featureless problems above
mentioned and to perform a 3D underwater reconstruction. This system is
formed by a laser projector and a camera. By means of pattern identification
and triangulation, 3D can be reconstructed from a live video sequence of a
featureless environment.
Keywords — Structured Light, Laser Line Scanning, Underwater Sensors,
3D Reconstruction

I. INTRODUCTION

The performance of traditional optical imaging systems such as
cameras are limited by absorption and scattering when used under-
water. These two terms depend on the turbidity of the water the light
is propagating in. Even when a system has been optimized to reduce
backscatter it may become limited by absorption. In this situation,
the propagating signal (light) is too weak to be detected by the cor-
responding sensor, and the system is said to be power limited. If
the power is increased the scattering increases. It can increase so
much that the sensor cannot differentiate the true signal from the
noise. In this case the system is said to be contrast limited and
can be measured with the Signal to Noise Ratio (SNR). The perfor-
mance in both cases can be enhanced by choosing the light source
wavelength to match the optimal underwater wavelength that min-
imizes both absorption and scattering, which is in the blue-green
range of colors in the visual spectra. If a laser light is also chosen,
polarization filters can be also used to discard the light scattered by
suspended particles.

Autonomous grasping of unknown objects by a robot is a chal-
lenging task that, in the last years, is receiving increasing attention
in underwater environments. These environments are highly un-
structured and limit the availability and effective range of sensors.
Grasping an object generally requires the detailed knowledge of a
partial 3D structure where the manipulation is done, or prior knowl-
edge of the CAD model the robot is going to manipulate. In order
to obtain these data, there exist different methods. They can be gen-
erally classified according to the type of the sensing device: sonar,
laser, stereoscopy, structured light. Sonar based methods are the
most extended underwater. These sensors can measure distances of
hundreds of meters with a resolution of a centimeter, which in some
cases is not enough for manipulation. Laser rangefinders are com-
mon in wheeled robots, but they do not work correctly underwater
due to energy absorption of water [1]. Laser line scanning (LLS) is
being used to sweep an area while the robot is stationary and, with

a camera, the 3D is recovered. This technique depends on a laser
line projecting device and a camera. Furthermore, a bandpass filter
can be also used to discard other light frequencies different from the
pure laser source. Advanced systems reduce even more the scatter-
ing by controlling the temporal properties of light, gating both the
light emitter and the receiver. This systems can either be formed
by a set of moving mirrors and a PMT, or a laser projector and a
camera. 3D can also be computed with two cameras, however the
density of the reconstruction is directly related to the texture of the
object. Finally, Structured Light (SL) projects a pattern that creates
artificial texture on the required object in order to solve the stere-
oscopy problem.

In underwater environments different technologies have been
tested and reported in the literature. In [2] Structure from Motion
(SfM) is used, with an EKF and bundle adjustment, to obtain a set
of poses of the 3D points with a 2% RMS error.

Stereo Vision (SV) can outperform SfM if a wide baseline is cho-
sen. This way, the computation of 3D points is easier as the camera
synchronization plays an important role. In [3] and [4] stereo cam-
eras are used to reconstruct underwater structures.

SL systems have recently proven to be a good trade-off system,
cheap and precise enough to obtain detailed 3D models. These sys-
tems are used in [5], where the problem of absorption and scattering
is clear, still the images are usable to obtain 3D data with increasing
error when increasing turbidity. In [6] the same behavior is tested,
with an error up to 2%.

SV can be also used in combination with SL as in [7] and in [8]
where stereo matching is used instead on common triangulation.

Laser overcomes absorption and helps in scattering problems. In
[9] the authors detect the shape of the laser with a camera, looking
for pipes, whilst in [10], LLS is used to sweep the underwater with
a 0.3% error in calibration. In [11] LLS is used as input pointcloud
for an autonomous grasping. Stereo cameras with a line laser has
been also found in the literature [12].

LLS has been also used with Photomultiplier Tubes (PMT) as in
common rangefinders or LIDARS. The advantage of those systems
is that minimize both backscatter and forward scattering by mini-
mizing the field of illumination and the field of view [13]. The laser
can even be modulated to help discarding scatter from the original
light signal, although this results in reducing the sensing power to
increment sensing capabilities [14]. However, this systems are rela-
tively large, complex and expensive [15, 16].

Detailed 3D point clouds are needed to perform a correct manip-
ulation in underwater environments. The sensors that are accurate
enough to perform such a task are LLS, stereo cameras and those
based on SL. Stereo cameras need texture in order to compute 3D
points, and in these environments the object to be manipulated and
the surrounding area where it is laying can be featureless because
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Fig. 1: Absorption and scattering coefficients in pure seawater. Reproduced from Smith
and Baker (1981).

of mud or flora growing. LLS is slow but accurate, whilst SL is fast
but in underwater environments suffers from scattering.

Other devices use also laser as an altimeter and pose estimation
of the robot [17], but do not recover 3D information of the environ-
ment. Other laser solutions, similar to SL can be seen in [18] where
a 33x33 dot pattern is projected onto the scanning area and detected
back with a camera. That system measures up to 100 mm depth
with millimeter accuracy. Also in [19] a 19x19 dot pattern is used
with a 785 nm infrared laser, and in [20] 15 slits, with 660 nm red
laser. However, the available literature does not report testing these
devices in underwater environments, so they can be improved.

In this article, we would like to introduce a new underwater sen-
sor based on structured light systems and laser light, which is under
study.

This paper is organized as follows: firstly, section II. the design
and considerations of the sensor are explained. Next, section III. the
different simulation tests are presented And finally, in section IV.
the conclusions and future work are outlined.

II. DESIGN

Laser color is extremely important in underwater environments due
to absorption and scattering. As seen in Fig. 1, absorption and scat-
tering coefficients vary depending on the wavelength of the light
source. In order to transmit the maximum light these coefficients
have to remain low. Blue-green color spectra present a good com-
promise between absorption and scattering. For these reasons, a
532 nm laser has been chosen as light source.

In front of the laser source a Diffractive Optical Element (DOE)
has been placed to change the shape of the laser beam to a 25 lines
pattern. These lines are projected on the scene and recovered by a
camera.

The geometry of the system is extremely important because it
is tightly related to the range and total field of view of the recon-
structed 3D volume. The relative placement of the laser respect to
the camera has to be carefully studied.

The camera can be modeled as a pinhole camera with a deter-
mined projection matrix. This matrix can be obtained either from
camera calibration or by construction.

The laser source can be modeled as a projector with a static vir-
tual image of 25 lines. A projector can then be modeled as a cam-
era, with a particular camera matrix containing its focal distances
and center distances.

This virtual image (in red in Fig. 2) varies depending on the focal
distance and the field of view ( in the case of the projector that would
be the field of projection ). Once the FOV is known and the image
size is chosen, the focal distance can be obtained from calibration.

X
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(R, t)C

fC
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(x, y, z)W
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Fig. 2: Basis of triangulation. The laser pattern (shown in red) is projected on an
object, which deforms the pattern. This deformed lines are recovered by the camera.
Laser focal point is fL and camera focal point is fC . Point (u, v)C and (u, v)L are the
projections of point (x, y, z)W from world coordinates to camera and laser coordinates,
correspondingly. (R, t)C and (R, t)L are the transformation matrix relative to a world
origin.
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Fig. 3: Laser to camera geometry. Laser focal point is fL and camera focal point is fC .
Point B is where the camera projection axis and the laser axis concur. The Dmin and
Dmax distances are related to the field of view of the camera, being Dmax the maximum
distance at which all the projected pattern from the laser is seen from the camera, and
Dmin the minimum distance where that occurs.

A. Triangulation principle

The basis of a laser based structured light system is depicted in
Fig. 2. The laser projects its pattern on the scene, and the deformed
pattern is recovered by the camera. Both the laser and the camera
have been characterized by a focal point and an image frame. In
front of the laser projector the undistorted pattern is shown in red.
As an example, three lines have been represented. The laser lines
are detected at a sub-pixel level in the camera image and their co-
ordinates are used to triangulate 3D points. If the transform from
the laser to the camera is known, the 3D point computation can be
done by projecting a 3D ray from the camera focal point through the
camera image to the object, and then back to the laser virtual image
and focal point. The crossing point of this two lines return the world
coordinates of that point.

The geometry of the system has to be tuned depending on the
desired range of the device. In Fig. 3 the most important geometry
variables are indicated. Note that depending on the baseline (b), the
camera and laser fields of view (θ and ϕ correspondingly) and the
relative rotation (ψ) between the camera and the laser, the maximum
measurable distance and the minimum measurable distance vary as
depicted in Eq. 1 and 2.
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Table 1: Simulation results of the recovered 3D mean distance, standard deviation and
error to the bottom plane distance from the laser points detected at 10 Hz.

Distance (m) µ (m) σ (mm) Error (%) Points

2.5 2.505 4.64 0.2 6982
3.0 3.005 6.68 0.2 6982
3.5 3.504 10.04 0.1 6981
4.0 4.005 12.24 0.1 6979
4.5 4.505 15.37 0.1 6973
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B. Image processing

The camera recovers the deformed lines pattern that is used to re-
construct the 3D scene in one shot. Only the illuminated points can
be recovered in 3D using the triangulation principle. The points in
between can be either fitted by a curve or be left unknown.

However, in order to match each laser point in the camera image
to its corresponding point in the laser pattern, the line correspon-
dence must be known a priori. When all projected lines are in the
field of view of the camera this setup can correctly find line to line
correspondences. But when one or more lines are completely or
partially not in sight, the correspondence becomes a problem.

III. SIMULATION

The proposed sensor has been tested in an Underwater Simulator
(UWSim [21], http://www.irs.uji.es/uwsim/) and in a controlled en-
vironment. The sensor has been placed on the Girona500 AUV
model and the vehicle has been placed at different fixed distances
from a bottom plane. The purpose of this setup is to obtain error
measurements for the sensor on development.

The camera has a resolution of 1024x768 px with an horizontal
field of view (HFOV) of θ = 90◦, and the laser is modeled as a pro-
jector with a fixed image of 25 lines. In order to avoid the projection
of light where there are no lines, the projector model has been mod-
ified not to project light other than the lines itself, thus achieving a
complete laser projector model in the simulator. The projected im-
age has a resolution of 1024x1024 and its field of view is ϕ = 22◦.
The camera is looking downward and the laser is set b = 1, 5 m
apart, rotated ψ = 28◦ relative to the vertical.

The results of these tests can be seen in table 1. For each distance,
the device has taken one shot and detected up to 6.982 different
triangulations at 10 Hz. From these measures, the mean and the
standard deviation has been computed. Note that for planar surfaces
the error in depth is up to a 0.2% of the total range.

Other two experiments have been carried out reconstructing sim-
ple objects in a one-shot reconstruction. The first test has been done
in a simulated scenario with two cubes at a depth of 3 meters. In
Figs. 4(a) and 4(b) the pointcloud and the simulated environment
can be seen.

In the second experiment, a more complex object has been recon-
structed on the same conditions as before. An amphora model has
been introduced in the simulator and the submarine has been placed
on top. The resulting point cloud and the camera image can be seen
in Figs. 5(a) and 5(b).

(a) Resulting pointcloud from laser triangu-
lation.

(b) UWSim scene with the AUV
G500 and the laser projector.

Fig. 4: First object reconstruction test, two cubes.

IV. CONCLUSIONS AND FUTURE WORK

A new approach for laser-based structured light sensor devices
aimed at underwater environments has been presented. As seen in
the literature, there are not so many cases where a laser projector
has been used in underwater environments. This sensor will not
only be useful for AUVs or ROVs, but could be also extended to
non-underwater targets or robots.

The advantages of this system include the reconfiguration of the
system geometry to fit a particular application. Depending on the
distance to be scanned different angles and baselines are best suited.
Wider ranges can be achieved with laser light thanks to polarized
and focused light. Furthermore, the 3D information can be obtained
in one camera shot. With this system 3D pointcloud data can be
provided at frame rate, without the need of waiting a laser sweep
scan nor having the need of a textured surface.

Future work includes the prototype of this new sensor and its
calibration, as well as these same tests in real underwater environ-
ments. Then 3D reconstruction surveys could be also done fitting
pointcloud data with registration algorithms.
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