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Abstract

Fieldbuses targeted to highly-dependable distributedegltded systems are shift-
ing from bus to star topologies. Surprisingly, despite tfferts into this direction,
engineers lack of analyses that quantitatively charasehie system reliability achiev-
able by buses and stars. Thus, to guide engineers in denglagequate bus and star
eldbuses, this work models, quanti es and compares theesysreliability provided
by simplex buses and stars for the case of the Controller Rezavork (CAN). It clari-
es how relevant dependability-related aspects affeéabdlity, refuting some intuitive
ideas, and revealing some previously unknown bus and startise
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1. Introduction

Dependability of wired eldbuses is a matter of raising centas complexity and
criticality of distributed control systems are rapidly iaasing [1, 2].

One key aspect of wired eldbuses that has deserved spetéadtian is the in-
uence of the underlying network topology on the guarantethwhich nodes com-
municate among them [3]. Speci cally, in order to improvepdadability in general
and reliability in particular, eldbuses targeted to ar#l applications offer the possi-
bility of substituting the traditional bus by stars. Thisseen in protocols like TTP/C,
FlexRay, Switched Ethernet and the Controller Area Netw@#&N) [3].

The central element of a star, e.g. an active hub, can prdeétter error contain-
ment by simply isolating faults at their ports of origin [3{loreover, stars are more
robust since they are less prone to common-mode failures Hlwever, stars also
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have more hardware components, which increases the plibp#iat faults and errors
occur and, thus, can have a negative impact on the nal systéability.

Network reliability analysis has been a traditional topfdnderest of dependabil-
ity evaluation. Most literature addresses large and medioate networks, such as
common information exchange WANSs/LANs, smart/power grigisra communica-
tion in power substations, wireless networks and multipssors interconnection net-
works, e.g. [5, 6, 7, 8]. In this sense, the major part of asedyfocus on the con-
nectivity among different nodes thanks to the structureneftopology [9], or on the
Quality Of Service (QoS) and reliability of different netvkopaths depending on re-
sources constraints [10]. As concerns dependability aealyf eldbuses, most of
them tackle the correctness or the real-time guaranteepeafi 6 protocol mecha-
nisms, e.g. [11, 12]. Thus they are not intended to asses tifaretht topologies affect
the capacity of nodes for communicating among them. Alsamymeldbus dependabil-
ity evaluations consist of either qualitative studies onugdation-based/experimental
fault-injection assessments, e.g. [13, 3, 14]. Howeverykition is normally computa-
tionally more expensive than analytical approaches, byelimiting the precision that
can be achieved in practice. Fault injection, on the othadhallows characterizing
some dependability-related features, but it cannot utiétgaquantify their contribu-
tion to reliability. Anyway, there are a number of works tldat analytically quantify
how the wired eldbus topology in uences the capacity of madfor communicating.
However, even the most recent ones abstract away imporegendability-related fea-
tures, e.g. [15, 16]. To the authors best knowledge, the ong of these analytical
works that does not abstract important features is [4]. Hafately, it explains almost
no detail about how it models the dependability, and it fesusn the integrity and
availability impact of faults in a redundant ring topology.

It is surprising that, despite the efforts in developing-ttased eldbuses, the re-
liability bene ts of buses and stars have not been adequateracterized yet. Thus,
the objective of the present work is to throw light on thisis$y analytically quanti-
fying the system reliability achievable by these two eld@hwpologies depending on
several important aspects. In fact, the in uence of the etspaddressed here has been
unknown (and even controversial) so far. Thus this papehefmsystem engineers in
assessing when it is adequate to substitute a bus by a standhalt case, what are the
relevant aspects that have to be considered for attaingigreliability levels.

To achieve this objective, the authors of this paper takelzses the models they
presented in [17] and [18]. These models represent thebilitleof two functionally-
equivalent systems, one relying on a bus and the other onstan do the authors' best
knowledge, no one has modelled a system relying on a bus ar aith the same level
of detail. Moreover, these models include parameters tinaenically represent many
relevant dependability-related aspects. Thus, they aquade to perform sensitivity
analyses with respect to these aspects and, hence, totqtieelly characterize the
system reliability achievable by a bus and a star.

Additionally, this paper further extends these models tduide the in uence of the
reliability of power supplies. [17] and [18] did not consid&is aspect because they
focused on the communication subsystem, and power supiilyefs are addressed
by mechanisms other than those provided at the communicki@l. However, the
reliability of power supplies is an issue of increasing iag in highly-reliable systems,
specially in the automotive domain [19].

Note that our models assume t8@entroller Area networCAN) as the underly-
ing communication technology. CAN was chosen because thexelear interest in
improving its dependability and real-time features. It ie®f the most widespread,



mature and low-cost eldbus technologies. Its applicai®expected to grow in sev-
eral domains [20], including those in which criticality, cathus reliability, is an is-
sue [1, 3]. In particular, the CAN star modelled here is CAMcate [21]. It is the
star that provides the best error containment for CAN. Allsis,fully-compatible with
CAN applications and hardware components, which makesaimparison easier.

Anyway, the aspects analyzed here are not speci ¢c to CANtH®yt in uence reli-
ability when using any other eldbus technology. Specilgalt is always mandatory
to analyze the reliability of any system with respect to tFfeativeness of its fault-
tolerance mechanisms, as this effectiveness is well knowrate a big impact on its
dependability. On the other hand, a star includes extra coets when compared
with a bus. Thus studying the impact of these componentglbiity allows identify-
ing which of them are worth to be improved and deserve a higivesstment in terms
of quality. Finally, it is mandatory to quantify the actuadpact of the hub reliability.
The hub is the only single point of failure of a star. Hencenest in its quality or
protection has been assumed as a key issue deserving dicatt?2].

The paper is organized as follows. Sections 2 and 3 respgcttummarize the
characteristics of CANcentrate, and the way in which thiabdlty of systems relying
on this star and on the CAN bus are modeled. The results ofahsgtivity analyses
are thoroughly described in Section 4 and summarized ineT2blFinally, Section 5
further discusses the practical suitability of the modeld &ection 6 concludes the
paper and points out future work.

2. CANcentrate basics

As depicted in Fig. 1 CANcentrate includes one hub to whiathezode is con-
nected by means of a dedicated link containing an uplink addvenlink. The hub
receives the contribution to each bit value of each nodeutftraghe corresponding up-
link, couples all non-faulty contributions with a logicaN® function, and broadcasts
the resulting signal back through the downlinks. The huligoers the AND-coupling
in a fraction of the bit time. So it keeps the dominant/revesgansmission and the
in-bit response properties of CAN [23], i.e. a dominant Bitprevails over a recessive
bit *1' and nodes quasi-simultaneously observe every sihilon the channel. More-
over, each node is constituted by COTS components only: eonuatroller, a CAN
controller and two transceivers [21].

The separation between the uplink and the downlink alloveshib to diagnose
any faulty contribution and to disable it by isolating theresponding uplink port.
The fault model of CANcentrate includes faults that maniesthe transmission of
syntactically incorrect frames, i.e. faults that genesatiek-at-recessive (STR), stuck-
at-dominant (STD) or bit- ipping (FLIP) streams [21].

It is noteworthy that a STR fault that affects the medium pres nodes from com-
municating in a CAN bus. But not in a CAN star as each node haslecated link to
the hub. In contrast, a faulty node that transmits a STRstidizes not affect the com-
munication among the other nodes neither in a CAN bus nor iAld §tar, i.e. a STR
node exhibits dail silentbehavior [17]. STD and FLIP faults, on the other hand, are
considered ablockingor disturbing faults[17] independently of whether they occur
in the media or in a node. This is because if these faults areamdained, the errors
they generate propagate throughout the media.



Figure 1: CANcentrate architecture

3. Modeling rationale

3.1. Reliability metric

Reliability is the probability with which a system continugly delivers its intended
service throughout a given interval of time. In particutaranalyze the reliability of a
distributed control system relying on a given topology itéxessary to choose a metric
that takes into account not only the probability with whicldes operate, but also the
probability with which they communicate among them. In otverds, the metric has
to properly re ect the contribution of the underlying commication infrastructure to
the system reliability

Moreover, to show the bene ts of any error-containment naedém provided by
the network, the metric also has to consider the systemlgyatni continue providing
its service despite the loss or disconnection of nodesicRtatly, a CAN node discon-
nects itself from the network to not propagate errors. Addilly, the hub of CAN-
centrate disables a node if that node does not succeedatimgpitself. However these
error-containment mechanisms become useless if the sykiemnot accept/tolerate
the disconnection of that node.

To re ect these considerations, we introduce the concepaatt-Tolerant-Accepting
(FTA) system [18], i.e. a system that correctly operatedevdiccepting or tolerating
the failure or the disconnection of up lkoout of N nodes. These systems range from
highly-reliable ones that tolerate faulty or disconneatedles that are replicated, to
non-critical systems that accept graceful degradationcamdinue operating despite
some of their parts are inoperative. Then, the metric weasaltulate the reliability
of those system is the so-called FTARThis metric is de ned in terms df. It is the
probability with which at leag  k of theN nodes of a system can correctly operate
and communicate among them throughout a given intervaired.ti

3.2. Models limitations

An important limitation of dependability modelling is thiats hardly possible to
nd numerical values that accurately quantify speci ¢ 8sts characteristics related
to dependability. To mitigate this problem this work chaeaizes most of the system's
dependability-related features by taking into accountireplementation and techno-
logical aspects, as well as widely spread prediction stalsd&ection 3.3). Moreover,
the sensitivity analyses herein presented consider a \aiuigerof values for quantify-
ing most of these system's characteristics. Thus they revieat actually matters, i.e.
the in uence of the different features on dependability.

Our models consider permanent hardware faults caused tagthg or the stress
suffered by components. They do not take into account fagutigoked by external
events. This is because it is extremely dif cult to numellicguantify these events'



probabilities, e.g. the probability of a collision. Thusetmodels do not show certain
advantages of a star, e.g. the fact that it is more resileqmroximity faults than a
bus. The models do not either consider temporary faults. célethey do not show
the bene ts a star can yield for this kind of faults, e.g. thilof CANcentrate is able
to isolate (and then reintegrate) temporarily faulty patsreby reducing the interfer-
ence they generate. This work excludes temporary faulsusecthe main goal of star
topologies is to improve the system behaviour in the presefipermanent hardware
faults. Transient ones are normally handled by mechanibatsate independent from
the underlying topology, e.g. by the native CAN frame resraission mechanisms.
Moreover, the dependability impact of the temporary unabdity provoked by tran-
sient faults necessarily depends on the application, eghe scheduling of a hard
real-time system. Thus they are somehow beyond the scopésafiork.

The analyses presented here must be understood as an iestiofahe reliabil-
ity advantages of simplex stars over simplex buses. Theynatrdevoted to showing
the full potential of a simplex star. Their purpose is to guihgineers in design-
ing adequate eldbuses based on simplex stars/buses degewm the quality of the
hardware components, the way in which they fail, and thectffeness of different
fault-tolerance mechanisms.

3.3. Modeling assumptions

Some assumptions the models rely on determine their stejatihhereas other ones
are re ected in their parameters. Speci cally, the stagtjpoint of this paper's sensi-
tivity analyses is the case of reference we proposed in [I7i case speci es default
parameter values that can be considered as reasonablabuttthe same time, were
chosen to favor the bus in the comparison. The models' maunagtions for this case
are summarized next. Table 1 shows the default value of sdrte arameters that
are common to the CAN bus and CANcentrate, e.g. main coveyégenumber of re-
quired/total power supplies, and the failure rate of thetmesresentative components.
A detailed explanation of all model assumptions and pararaeian be found in [18].

The system is considered to be composed of the following oomipts: power sup-
plies, microcontrollers, CAN controllers, transceivaremory ICs, oscillators, PCBs,
segments of cable, connectors, network terminations, arS4C (in the case of the
hub). It is assumed a bus length / star diametet@¥m. The nodes of the bus are
equidistant and they are interconnected following a dafsirccon guration, which
minimizes the number of connectors [18]. In the star, evety @f nodes is supposed
as separated by a length equal to the star diameter, witimlkal being50 m long.

There is a wide variety of ways to power the nodes and theimgonication inter-
faces (transceivers and controllers) in eldbuses like CANe speci ¢ cabling con-
guration of the power supply infrastructure is applicatidependant and, in some
domains, the most reliable con guration is still a topic endesearch, e.g. in the au-
tomotive one [19]. What would be the best power cabling comagion to achieve a
given degree of reliability is out of the scope of this papdawever, the models in-
clude the most unreliable elements of the power infrastireci.e. the power supplies.
In particular, since the use of redundant power supplieddelywaccepted to mitigate
their high unreliability [24], the models assume that thetegn require® power sup-
plies and that it is provided witR of them, i.e. that up t®R  p power supply failures
can be tolerated. Finally, the models do not abstract anefaitt that the hub is an ex-
tra element that needs to be connected to the power supphginicture. In this sense,
to keep the power supply cabling as orthogonal as possilileetoommunication net-
work, it is assumed that each node (and the hub) is conneztibdstinfrastructure by



Table 1: Most relevant models parameters common to CAN and CAhxten

Parameter Default value Meaning

sysFauTolCov 1.0 System fault-tolerance coverage

ctrlFlipCov 0:95 CAN controller's FLIP error-containment coverage

hubFlipCov 0:95 Hub's FLIP error-containment coverage

powSupCov 0:95 Power supply fault-tolerance coverage

p,R 1,2 Required power supplies and total number of them

powFR 1:00000 10 ° Power supply failure rate

connectFR 2:07774 10 8 Connector failure rate

wireFR 10 7 Wire failure rate per kilometer

txrxFR 6:73258 10 7 Transceiver failure rate

ctrlFR 1:25537 10 © CAN controller failure rate

microFR 3:25312 10 © Node's microcontroller (and memory) failure rate

hubElecFR 1:20843 10 ®, Hub electronics failure rate f@& and15 nodes
1:87019 10 ©

means of a dedicated link &5 m. This is half the maximum length of a devicenet
dropline connecting a node to the main trunk line.

Component failures are considered as permanent, indepismttnot near-coincident.
Each component$ime To Failuredistribution is supposed to be exponential and Non-
Defective, with mearl= , where is the failure rate expressed in hotr Failure
rates were calculated with a software [25] based on the MDBK-217 prediction
standard [26] and the TellcordMethod | Case kalculation method [27], while as-
suming a Mobile Environment and 40 Celsius degrees.

There is not a real consensus on the components failure nrogerngons. Thus
from the channel point of view a faulty component is assuneethanifest a STR, a
STD or a FLIP fault [21] with equal probability. There are twrceptions: the mi-
crocontroller, which can only cause its node to transmit & Sfream; and the CAN
controller, which delivers a STR and a STD/FLIP stream todennel with propor-
tions66:6% and16:6% respectively [18].

It is considered that every component can also causrignf-fault-mode(OFM)
failure. This mode was introduced to model the fault assionptoverage fauAsu-
Cov), i.e. to gather all faults that are treated by neither CAN @ANcentrate. Any-
way, the proportion of OFM failures is considered(# (fauAsuCov= 100%). A
larger value would mask the contributions of CAN and the gighe overall system
reliability by the effect of faults they do not address. Intfdo bene t from any topol-
ogy, the system must include mechanisms that deal with OkilsfaThis is because
it is impossible to increase its reliability by improvinglgrone of its parts, i.e. the
network and the power supply in this case.

The effectiveness of the fault-tolerance mechanisms weaeacterized by means
of parameterized coverages. The rst one is cabgdFauTolCowand it represents
the system ability to actually accept or tolerate the failar disconnection of up th
of N nodes, provided that the system is able to accept or tolstete a situation. In
principle, it is assumed that sysFauTolCex.00% since this is the most representative
value for both: (1) FTA systems that intrinsically accep failure or disconnection of
up tok nodes, and (2) highly-reliable FTA systems, in which thebatlity of success
of the fault-tolerance mechanisms is virtuallyldf0% e.g. [28].

Other coverages were de ned for the fault-tolerance meisias of the communi-
cation subsystem itself. In CAN and CANcentrate these @mes represent the prob-
ability with which a CAN controller and the hub successfullyntain errors. Specif-
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Figure 2: CANcentrate model

ically, both the controller and the hub are supposed to pethe same coverages:
100% for STR and®5% for STD and FLIP. ALO®% coverage for STR is realistic, as it
is extremely easy to detect an STR fault in both native CAN@Ad8Icentrate. A95%
coverage for STD/FLIP was chosen because it is a commorereferand conservative
value in dependability evaluation. Moreover, to assun@% STD/FLIP coverage
in both CAN and CANCentrate is detrimental for the star. Thb has a privileged
view of the communications and, thus, it can detect STD/Fr®rs with higher ac-
curacy than CAN nodes [18]. Finally, the coverage with whaghower supply failure
is tolerated by the redundant ong®WwSupCoyis also assumed to be of t8&%.

3.4. Modeling strategy

The models were built using th&tochastic Activity NetworkSANs) formalism
and the Moebius software [29]. SANs are an extensi@toahastic Petri Nets$SPNs) [29]
that allow building a model as an intuitive and compact highecal composition of eas-
ily parameterizable submodels. SANs make it possible tabkgxspecify and retrieve
the results of different metrics. Moebius is able to transfonodels whose delays are
exponentially distributed into €ontinuous Time Markov Chai({CTMC) and, when
S0, to solve them by means of an exact (not approximate astgtat) method. This is
the case of our models.

The modeling strategy proposed here consists in using #eteof SANs sub-
models [17]. They share specic places by using jbi@ primitive [29]. The rst
set of SANs models the occurrence of faults and the kind afrerthey generate.
Then, when a fault occurs, the second set carries out whacalksl thecoverage
procesg[18], i.e. it evaluates how the errors propagate and areagoed. Once the
coverage process is nished, a SAN submodel evaluates whethnot the system is
still able to deliver its service.

This strategy was implemented in two different manners fi8} yield the same
reliability gures, but that differ in terms of performanci 7] describes the least ef -
cient of these two implementations. [30] describes the rabsient one for the case
of a system based on a replicated star called ReCANcentNé&t, we summarize
this last and most ef cient implementation for the case ofN&&ntrate, as well as the
extensions made in the current work to model the power sespli

Fig. 2 shows the overall model of CANcentrate. The SANs armeoted to each
other by means of a join primitive that allows them to shanmiemn places.



The submodels at the bottom and at the left of the join are kiesShat model
the occurrence of faults. The left ones has been added iruthent work in order to
model faults affecting power supply.

Note that one could explicitly model faults affecting eaatgte hardware compo-
nent. But then the resulting CTMC would track the state ofheaige of them, thus
leading to an explosion of the state space. Fortunatelyesowdeling patterns have
been proposed to mitigate this problem in Markov models.[&81fje of them consists
in not tracking the state of single components but of groupthem (subsystems).
So what is actually represented is whether or not the sutasyas a whole is faulty.
To lump components' states together in such a way is ade@sateng as it is not
necessary to differentiate between the state of each thdiVicomponent of a given
subsystem. Another common practice that allows reduciegstate space further is
not to represent the state of each component/subsysteng utdel the number of
components/subsystems being in a given state [31], e.quuitmer of processors that
are either faulty or not faulty [29].

In the speci c case of the models presented here, the diffecemponents are
grouped into what we call Error-Containment Regions (ECR8) ECR is a part of
the system that includes different components that aratistlas a whole to prevent the
propagation of errors generated by a fault affecting anyhefrt. When a component
of a given ECR fails then either, the component is isolategtioer with the rest of
the components of its ECR, or the system fails. Note that énkibst case all the
components of a given ECR are isolated from the rest of theeisyshen any of them
fails. Thus, what is relevant to model is not the state of eadlvidual component of
an ECR, but whether or not the ECR as a subsystem is faultytor no

The components of CANcentrate are grouped into severaleofolfowing ECRs:
(1) Node Kernelseach of which basically includes a node's microcontrcdled mem-
ory ICs; (2)Node Connectioneach of which comprises all the components a given
node uses to connect to the hub (e.g. a CAN controller, faunsteivers, and the ca-
bles and connectors of the uplink and downlink); (3) itheb Kerne] which basically
represents the electronic components (ICs) that implethertiub coupling and fault-
treatment functionalities; (4yower Supplywhich represents a power supply; and (5)
Node Power ConnectioandHub Power Connectigrwhich respectively represent the
cables and connectors that connect each node and the hubpgover supplies.

The CAN bus includes the same type of components, excepe tletated to the
hub. However, the bus error-containment mechanisms dexetitt to those of the star.
Thus the bus components are grouped into slightly diffeEsPRs [18]. Speci cally,
aNode Connectioof a CAN bus is an ECR that includes the CAN controller and the
transceiver that attaches a node to the medium. But corydrséhe case of CAN-
centrate, it does not include any cable or connector. Thireause the CAN node
can contain errors generated by its transceiver to somatextgt it can do nothing to
contain errors generated by a cable or connector. In fagtzdbles and connectors of
the bus line are grouped into two different types of ECRsthelnternal Bus Section
and theEdge Bus SectionThey compose the bus line, which is assumed to follow a
daisy chain (see Section 3.3). Each one of these two ECRsdieésla section of the
bus cable and a straight connector at both its ends. Additigrthe End Bus Section
includes a termination resistor and therefore it has a #jidtigher failure rate. For
the sake of clarity note that in the out-of-date model immatation of [17] the ECRs
were different. There, connectors and terminations whestided within ECRs that
represented the nodes. Thus [17] distinguished betweehwdsacallednternal and
Endnodes.



UtFauMod
genFai .

ncFauBrch . stuckBrch
ncFaiMo

okNcs nFauBrchs flipBrch

Figure 3: nodeConns submodel

The use of ECRs helps in reducing the state space. But toedtagen further,
we also applied the second strategy pointed out beforeyeelid not explicitly model
the state of each ECR. Instead, what is modelled is how marRsEsE each type is
not faulty. As shown in Fig. 2, each SAN at the bottom and atléfieof the join
primitive does not necessarily represent just one ECR, IbiliteaECRSs of a given type.
nodeKernelsepresents all Node KernetlspdeConnsll Node ConnectiondiubKernel
represents the Hub Kernel (just onphwSupsll Power SuppliesnodePowConnall
Node Power Connections, ahdbPowConnust theHub Power Connectian

To better understand how failures happening in the ECRs amdeled, Fig. 3
shows the details afodeConnsThe marking (number of tokens) of plackNcsrep-
resents the number of surviving Node Connections, wheretasty ncFai models the
time that elapses until a fault happens in any of these ECRs.fdilure rate ohcFai
is calculated by multiplying the marking okNcsby the failure rate of a single Node
Connection. In turn, the failure rate of a single Node Cotinacis the sum of the
failure rates of all its constituent components.

OncencFai res, it determines whether or not the Node Connection iacktéd to
a hub port that has been already isolated due to a previolisifaudue to a previous
fault affecting the Node Kernel that corresponds to that éN@bnnection. This is
fundamental to model how the errors propagate; because ihtib port is already
isolated, the errors the faulty Node Connection generaasat pass through that port.

Each one of these two cases is represented by a small citatshatl to activity
ncFai. The upper one models the situation in which the Node Coioretitat fails is
located in a non-faulty branch, i.e. in a hub port that is sotdted yet. The lower one
corresponds to the opposite situation. The proportion whith each case is selected
depends on the number of surviving Node Connections (mgukiokNcg; the number
of branches that are already faulty, which is tracked by theking of placenFauBrchs
i.e. nFauBrchs!  Mark(); and the total number of branches (a model parameter called
nBrchy. For instance, the proportion of the upper case is obtaiedividing the
number of surviving branches, i.eBrchs (nFauBrchs! Mark()) by the number of
surviving Node Connections, i.ekNcs!  Mark().

No further action is done ificFai takes its second case. This is because errors
cannot propagate through and already isolated hub portvetsely, when the rst
case is chosen, the model increases the marking-atiBrchsto re ect that a new
branch is faulty and, then, sets a tokemafauBrch

This place enables activitycFaiMod It instantaneously res to decide what kind
of errors the faulty connection generates, i.e. to modeNbde Connection failure
mode. This is an important decision as the coverage with twthie hub isolates a
faulty port depends on the kind of errors it observes at incSievery surviving Node
Connection is equal to each other, the proportion of a ghaffaiModcase is the prob-
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ability with which a single Node Connection exhibits theresponding failure mode.
Moreover, faults were considered as not being near cointiddime. Thus, the pro-
portion of an ECR failure mode in general, and of the Node @otian in particular,
is the weighted arithmetic mean of the proportions witchahihits constituent compo-
nents exhibit that failure mode. Speci cally, each compungroportion is weighted
considering the contribution of that component to the whaBR failure rate [18].

The rst case of activityncFaiModrepresents an OFM failure. The second and
the third ones model a STR/STD and a FLIP respectively. WiediaiModselects its
rst case, the whole systems is considered as faulty, siheehub cannot isolate an
OFM faulty port. Conversely, whemcFaiModsets a token istuckBrchor ipBrch, it
triggers the execution of the above-mentiomederage processs it is necessary to
determine if the hub contains the errors.

The coverage process is carried out by subméal@BranchEvalwhich is located
at the right of the join primitive in Fig. 2. This submodel sksthe placestuckBrch
and ipBrch with submodehodeConngsee Fig. 4)nodeKernelandnodePowConns
If the hub contains the errors, thtauBranchEvatransfers the token frostuckBrchor
ipBrch to fauCovBrchswhose marking represents the number of successfullytésbla
faulty branches. OtherwiséauBranchEvalmoves the token téauNonCovBrch A
token in this place is used to re ect that there is a faulty Ipalt that is not isolated
and that, thus, pollutes the system with errors.

Since STR/STD failures are diagnosed with a coverade6%o, a token instuck-
Brch is always transferred ttauCovBrchs In contrast, a FLIP failure cannot be al-
ways diagnosed. ThuiauBranchEvatransfers any token set iipBrch to eitherfau-
CovBrchsor fauNonCovBrchin accordance to the corresponding coverage parameter
(hubFlipCovin Table 1).

When the coverage process nishes, or a hub port exhibits av @#Hure, then
submodelCANcentrateFaiEva(top of Fig. 2) becomes active. This submodel is the
one who evaluates whether or not the system delivers iticeef@ANcentrateFaiEval
becomes aware of component failures by sharing differeatgd with the other sub-
models (see Fig. 5). Then, it takes a decision depending@number of nodes that
can still operate and communicate with each other. For el@mpagine that a new
token arrives afauCovBrchdrom fauBranchEval ThenCANcentrateFaiEvathecks
if this place's marking exceeds the value of a parameteedktbevereThis parameter
speci es the maximum number of faulty or disconnected ndtiessystem accepts /
tolerates. If soCANcentrateFaiEvatliagnoses the system as faulty and indicates it to
the rest of submodels by setting a token in the shared pldiesl ceenFai Otherwise,
CANCcentrateFaiEvatakes into account the coveraggsFauTolCovo evaluate if the
system actually tolerates the disconnection of that newdbra

Finally, Fig. 6 shows one of the additional SANs we have idelthin the current
work to model faults affecting the power supplying. This SAlMwSupsmodels the
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preFauCovBrchs
hubPowConnFai

Figure 5: CANcentrateFaiEval submodel

QM
psFai €vVaPSfai psraicov powFai

okPSs

Figure 6: powSups submodel

occurrence and treatment of faults happening at any PoweplgwkPSsrepresents
the number of surviving Power Supplies and its initial vakie. Activity psFaimodels
the failure of any of them. When it res, it erases one tokemfrakPSsand transfers
it to evaPSfai Then, activitypsFaiCovinstantaneously res. The lower case of this
last activity represents the situation in which the faulowr Supply is not covered.
It sets a token irpowFai which is immediately transferred to plagenFaiby the
SAN CANcentrateFaiEva(Fig. 5). The upper case g@isFaiCovis chosen when the
Power Supply failure is covered. This case triggers theuti@t of the output gate it
is attached to (black triangle). If the number of surviviraper Supplies - marking of
okPSs- is greater or equal to the number of Power Supplies requiyethe system,
p, then it sets a token ipowFai Otherwise, the output gate does nothing so that the
system remains operational.

4. Results of the sensitivity analyses

This section assesses the sensitivity of the reliabilibye@ble by two functionally-
equivalent systems, one relying on CAN and the other on CANate, with respect
to several key aspects. To assess the in uence of each ohes# aispects, this section
carries out gparametric sensitivity analysi®@2]. It takes as a starting point the case
of reference summarized in Section 3.3 and Table 1. Themyrieés the value of the
model parameter/s that characterize a given aspect.

The reliability metric used in this Section is the FTARSection 1). It is measured
for k =1, as this value is the one for which the star intuitively ygette least bene ts
when compared with the bus [18]. Note that in [17] the FTARas referred to as the
probability of not suffering a severe failure

To make results as visually clear as possible, the analysestglot how the values
of the parameters in uence the evolution of the FTARtime. Instead, they show how
these values affect thdission Time(MT). The MT is the maximum amount of time
during which a system (in this case a system based on CAN ordeAfxate) exhibits a
reliability equal to or greater than a certain threshold.[3Bie analyses presented here
use a reliability (FTAR) threshold 0f0:99999 which corresponds to the one required
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by the least-demanding x-by-wire car applications durimdjlaof 10 hours [33]. Each
analysis considers the cases of systems &#imd15 nodes, to address small highly-
reliable embedded systems and typical in-vehicle subr&siB4] respectively.

Since the MT has a direct relationship with the achievabitesy reliability (FTAR),
for the sake of clarity each analysis will be discussed imgeof the MT only.

Finally, the models yielded the following performance tesuEach experiment
(each instantiation of the model parameters) of the CAN hitis ¥6 nodes was con-
verted into a Markov Chain af52states inl:6 10 2 sec; whereas CANcentrate with
15nodes resulted if08states and:2 10 2 sec. In both cases, each experiment was
solved in4 10 ° sec.

4.1. MT vs Number and Coverage of Power Supplies

As already said, power supplies are more unreliable tharother components
that constitute a computer system. For instance, Table Wsskiwat the failure rate
of a power supply is one order of magnitude greater than tteeafadevices such as
microcontrollers or CAN controllers. A common practice tipe with this problem is
to use redundant power supplies [24].

Prior to decide how many power supplies to uRe,it is necessary to determine
what is the number of power supplies the system requixe§pte on the one hand that
typical power supplies for computer systems provide a geltlrom less thad V to
12V and an amperage of less tham to 20 A. On the other hand, devices such as
microcontrollers and vehiclElectronic Control Units(ECUs) require voltages in the
range of{2:5; 5:0] V and amperages of the order 800 mA [35]. Surprisingly, CAN
transceivers consume relatively high amperages ar@0mdA [36]. This means that
with an average single power supplyX® A, and since the hub core is much simpler
than a microcontroller, it would be possible to power a CAN biiup to27 nodes and
a CANcentrate of up td7 nodes. This difference is mainly due to the fact that each
CANcentrate node needs four transceivers (a pair locatédnithe node and another
pair at the hub), whereas each CAN node only needs one.

For the number of nodes considered in this work, one poweplgugh 10 A suf ces.
For a higher number of nodes, one could use a power sup@g Af thus being able
to power a CAN system di4 nodes and a CANcentrate one3# A value ofp=1 is
assumed hereafter (Table 1); analyses for higher numbesdesand power supplies
is postponed for future work.

Givenp = 1, Fig. 7 shows the MT achieved with CAN and CANcentrate when
usingR = 1; 2; 3 power supplies. It considers two values for the coveraghk witich
a faulty power supply is covered by the surviving ones, ngrtte¢ default reference
value (powSupCow 95%), and a perfect coverage (powSupGot00%).

Results show that it is fundamental to use redundant powmlies for CAN and
CANCcentrate, as the MTs that can be achieved with just onespeupply is very low
in both cases. The coverage is also very important. When timbauof nodes is low or
the underlying topology is a star, the MT signi cantly inases when using redundant
power supplies and a perfect coverage. In fact, Fig. 7 revbal the bene ts of a star
when compared with a bus increase when the power supplyageéncreases.

Results indicate that it is not worthy to invest in more tRgpower supplies. When
the coverage is perfect00% the improvement of MT achieved when usi8@gower
supplies instead o2 is negligible. Moreover, if the coverage is imperfe@§% to
triplicate the number of power supplies is even countedpective. Thus, it can be
concluded that whep = 1, the best is to havR = 2 power supplies. Therefore, from
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Figure 7: Mission Time (MT) vs Number of power supplies and cage to power supply failure

now on, the rest of analyses are carried out considering/éthige ofR as a reference
(see Table 1).

Another interesting result is that CANcentrate only acbg&a noticeably better MT
than CAN when the system includes redundant power supfiitreerwise, the bene t
of CANcentrate is almost negligible, specially when the benmof nodes is low.

4.2. MT vs System fault-tolerance coverage

This section analyzes the MT with respect to the ability @ dlystem to actually
tolerate the disconnection/loss of a node. The paramedérédpresents this coverage
is calledsysFauTolCo\Table 1). It is noteworthy that in highly-reliable systeths
coverage is typically achieved by means of fault-tolerateotniques such as active
node replication, in which each node replica executes theeseode. Thus, since
CANCcentrate is transparent for any CAN-based applicati@]j, [thesysFauTolCowa
system provides is independent from whether its underlgmmgmunication network
is CAN or CANcentrate.

Fig. 8 shows that the star is better than the bus wdy=frauTolCovw> 97% and
> 8% for 3 and15 nodes respectively. This indicates that, in order to tak@athge
from a star topology, a system (specially a small one) mdude effective enough
fault-tolerance mechanisms.

However, note that it is not necessary for the system to gdeoan extremely high
sysFauTolCovThe MT achieved with aysFauTolCowf 99:9%is very close to the one
achieved with aysFauTolCowf the100% This is a signi cant result as it shows that
typical coverages of highly-reliable systems are more grarugh for taking advantage
from a star topology over a bus. For instance, this would be#se of a military Self-

13



Figure 8: Mission Time (MT) vs System fault-tolerance cogera

Repairing Flight Control System (SRFCS), which normalljiages fault-tolerance
coverages of the order 80:99% t0 99:9992% [28].

4.3. MT vs Hub's error-containment coverage

The bene ts of a simplex star over a bus are mainly due to tfileéyabf the hub for
containing errors. Thus this section assesses the sdéysitithe star reliability with
respect to this ability. Note that the coverage with whicluh bontains errors depends
on the kind of errors. The hub of CANcentrate diagnoses staid¢aults with a perfect
coverage [17]. Hence, the only type of errors that can dgtpabpagate from one node
to the others in CANcentrate are those generated by bitinigfaults. Therefore, this
section analyzes how the reliability bene ts of CANcengratary depending on the
coverage with which its hub contains bit- ipping streams, iwith respect to the bit-
ipping coverage bubFlipCovin Table 1).

Fig. 9 indicates that the sensitivity of the star with respgetubFlipCovis signif-
icant and that it increases with the number of nodes, e.guliFlipCovdrops from
100% to 0%, the MT is reduced b¥7% with 3 nodes and by 7% with 15. This con-
rms the intuition about the relevance of the error-contagnt coverage provided by
the hub; specially when the number of nodes increases, agharhumber of nodes
implies a more frequent occurrence of faults.

Furthermore, results qualify this coverage relevance bgakng two previously
unknown features. First note that the star presents a highiability than the bus as
long ashubFlipCov> 7% with 3 nodes an@& 41% for 15nodes. The lower required
value ofhubFlipCovfor 15 nodes may seem counterintuitive. This is because, as just
said, the sensitivity of the star reliability with respeatthis coverage increases with
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Figure 9: Mission Time (MT) vs Hub's error-containment (bipping) coverage

the number of nodes. However, what these results indicdbaighe bus reliability is
much more sensitive than the star to the number of nodes dihe tous scarce error-
containment features. Thus, in practice, the efforts aalitt improving the coverage
provided by the hub in order to outperform the bus can be someklaxed as the
number of nodes increases.

Second, results also reveal that it is not worth the efforad¢hieve a hub with
a nearly perfect coverage, i..00%. In particular, for the case of a CANcentrate-
based system, Fig. 9 shows that there is no signi cant imgmeent in the MT when
hubFlipCovis increased above tl#%, for both3 and15 nodes.

4.4. MT vs Disturbing faults proportion

Previous section shows that the advantage of a star oversignicantly depends
on the hub's ability for containing errors that, otherwis@uld propagate through the
network. Thus, from an intuitive point of view, this suggegtat the bene t of a star
also depends on the proportion with which faults actuallyifiest by generating those
errors, i.e. on the proportion afisturbing faults Intuitively, the bene t of the star
should be higher as the proportion of disturbing faultséases.

To clarify this issue current section analyzes the seriitaf both, the bus and
the star, with respect to the proportion of bit- ipping féal ipProp was varied while
keeping stuck-at-recessive and dominant equiprobablera#pect to each other. The
proportion of bit- ipping faults was chosen because theg tire ones that are more
likely to propagate (and thus disturb the communicationjhi@ CAN bus. This is
because each node's CAN controller contains with a perfaatrage most of stuck-at
faults happening in its node [18]
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Figure 10: Mission Time (MT) vs Disturbing faults (bit- ippg) proportion

ipProp was varied for all components except for the node microctietr (and
memory). The microcontroller is supposed to fail only in @cktat-recessive manner
(Section 3.3), so that it cannot pollute the channel wittorstr This is because to
assume that a faulty microcontroller can compel its CAN aailtr to send a faulty bit
stream other than a stuck-at-recessive one is extremedalistic.

Fig. 10 con rms the intuitive idea that the MT improvemenethktar yields whit
respect to the bus is more evident as the proportion of distgfaults (ipProp in this
case) increases. Nevertheless, it also reveals that thimu@ment decelerates as the
number of nodes grows. Speci cally, wh@modes are considered amplProp varies
from 0% to 100% the MT improvement the star provides increases fromiltBé6 to
the34% However, for the case dfb nodes, the MT improvement only increases from
the 139%to thel187%

To better understand this last result note that the bus catyt@ontain errors and,
hence, a single fault is enough to block the communicatidris akes the bus spe-
cially vulnerable to the proportion of disturbing faultgyeedless of the number of
nodes. For instance, Fig. 10 shows that whpRrop increases fron©% to 100%
the MT of the bus decreases by tB8% with 3 nodes and by thd5% with 15. In
contrast, the hub's error-containment mechanisms maketéranore resilient to dis-
turbing faults. Therefore, the star MT is hugely affectedhsyproportion of disturbing
faults only when the residual probability with which the haddies not isolate them is
high enough. In particular, Fig. 10 reveals that the numiberodes has a noticeable
impact on this residual probability. A star witb nodes is more vulnerable tp-
Prop than a star witt8, e.g. whenipProp increases fron®% to 100% the star MT
decreases by thE2%with 3 nodes, but by th84%with 15.
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Figure 11: Mission Time (MT) vs Cabling failure rate

Finally another interesting result is that, independenfithe number of nodes,
the star outperforms the bus for any proportion of distughaults. In fact, the star is
better even when this proportion is of tB&. This is an argument in favor of using stars
instead of buses, as it is not necessary to suffer from a hrggogion of disturbing
faults to bene t from the star's better error containment.

4.5. MT vs Cabling failure rate

As mentioned, the star includes extra hardware when cordpdtk the bus. Since
a higher number of components implies a higher probabilitfaalt occurrences, it
would be easy to assume that the star is not adequate foitatibgtthe bus when
the quality of the star's extra hardware components is pbbis section is devoted to
clarifying whether or not this statement holds for the cath@cabling

The cabling includes two types of components, namely wineéscannectors. Specif-
ically, each CAN cable, i.e. each uplink and downlink, andhelaus segment connect-
ing two adjacent nodes, includ@swires [23] (CANLH, CAN_L) and two connectors.
Likewise, each power cable comprisewires (Vcc, GND) and has a connector at both
its ends. In the analysis presented here the order of matgndtithe cabling failure
rate is varied. To keep the relative weight of wires and cotore as in the default case,
the failure rate of the connectors is always considered oder@f magnitude lower
than that of the wires. Note from Table 1 that in the defaultecte failure rates are
2:07774 10 8 hour ! per connector anti0 7 hour * per km of wire.

For the sake of clarity, the x-axis legend of Fig. 11 referthorder of magnitude
of the wire failure rate only. The gure considers these sl rates ranging from
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10 ! to 0 hour 1. The rates are arranged in descendent order in the x-axieasa
failure rate of0 hour ! corresponds to the ideal case in which the cabling cannot fai
Anyway Fig. 11 shades in the area corresponding to the valuibe range that cannot
be considered as realistic according to the MIL-HDBK-2lahsfard [26].

Fig. 11 shows that CANcentrate leads to a higher MT than CANafty failure
rate of the cabling. Specially when this failure rate is ondeo of magnitude higher
than the default case, i.e. when it increases fidm’ to 10 © hour ®. This result is
enlightening. It refutes the intuitive idea that, givenetdra cabling when compared
with a bus, a star is inappropriate when using wires and aoreof poor quality.

This result can be explained by the fact that in a star the haddghes containment to
errors generated at faulty wires and connectors of the carfwation network, whereas
in a bus nodes almost can do nothing to contain them; as agoaisee the hub clearly
compensates the star additional cabling.

Moreover, Fig. 11 shows that almost for any failure rate thaddts of the star
are more evident witi5 nodes. This demonstrates that the hub is fundamental for
containing errors generated by an increasing number oBwinel connectors.

Another important result is that a star-based system astghistained high reliabil-
ity before the cabling failure rate reaches a high level®f> hour !, which is already
a non-realistic (too high) value. This indicates that ther stan improve reliability
without much concern on the cabling.

Conversely, the cabling quality is crucial in CAN. On the traed, the reliability of
the bus is signi cantly reduced when the order of magnitufihe cabling failure rate
is increased by one order of magnitude with respect to theuttefase, i.e. from0 ’
t0 10 © hour 1. On the other hand, when few nodes are considered, the lhiaisiligf
could be noticeably improved by reducing this order of magté from10 7 to 10 8
hour 1. However, this potential enhancement of the bus preseatsipal limitations,
as wires and connectors are mechanical parts and it is hpogdhible to signi cantly
improve their reliability beyond the default case.

4.6. MT vs Transceiver failure rate

The current section assesses the in uence on the relybfithe other type of com-
ponent whose number is larger in a star than in a bus, i.erdhsdeiver. In general,
note that in a star two transceivers per node are needed ¢geacht a given extremity
of its link), whereas in the bus each node only needs onedeares to connect to the
bus line. In the particular case of CANcentrate, each noéels\éour transceivers; a
pair for connecting the node to the uplink and the downlimid another pair to connect
the uplink and the downlink to the hub [18].

Transceivers are analyzed apart from the cabling becaaseersely to wires and
connectors, they are not mechanical components, butehécines. This is a relevant
difference because the failure rate of electronic deviesshe decreased much more
easily than such of mechanical parts by investing in the@diu Thus, conversely to
the cabling, any conclusion related to the potential beneftimproving the reliability
of the transceivers should be taken into account from aipedgioint of view.

Moreover, note that in general it is more likely to sufferrfr@ permanent fault
affecting a transceiver than from a permanent fault ocograi the cabling. The default
failure rate of a transceiver is of the orderldf ” hour *. The failure rate of an uplink
(or downlink) of 50 m is of the order ofLl0 & hour !, taking into account that the
default failure rates of connectors and wires are of therasti0 8 hour * and10 7
hour ! per km respectively. This means that the sensitivity of the &nd the star
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Figure 12: Mission Time (MT) vs Transceiver failure rate

with respect to the transceivers' reliability could be ditfnt from the sensitivity with
respect to the cabling.

Fig. 12 shows how the MT is affected when the order of mageitofdthe failure
rate of the transceiver is changed. The x-axis speci es tHermf magnitude of these
rates (in descendent order) and shades in the area of wtictlilure rates.

Surprisingly, results show that the bus is the topology bHeate ts the most from
improving the reliability of the transceivers when the nnbf nodes is low. In this
case the bus outperforms the star when the transceiverdaite is decreased by one
order of magnitude with respect to the default case (fidm’ to 10 8 hour 1). This
greater sensitivity of the bus may seem counterintuitigethe star includes a higher
number of transceivers. However, the bus can scarcely icoateors generated by
transceivers when compared with the star. Thus, the wefghedransceiver reliability
on the reliability of the overall system is greater when gsarbus than when using a
star.

The fact that a small bus-based system is extremely semsdithe transceivers
should be taken into account in practice. As already pointddit is relatively easy
to decrease the transceivers' failure rate below the detade by investing in their
quality. Indeed, to improve the reliability of a small systeit could be preferable to
invest in the quality of the transceivers than to substitlhiéebus by a star topology.

Anyway, Fig. 12 also reveals that the star is still the besiahin terms of reli-
ability when the number of nodes increases. As can be seemletiree in which the
bus reliability can be improved by means of better tranggsidecreases with an in-
creasing number of nodes. In fact, with nodes, the bus is worse than the star for any
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Figure 13: Mission Time (MT) vs Hub failure rate

given transceiver failure rate. To better understand titte that transceivers are much
more reliable than other components of the nodes, e.g. tt@auintroller. Therefore,
the transceivers reliability, even when it is improved liert becomes less relevant as
the number of these other components also increases.

Another important result is that to use transceivers of gaeough quality is an
issue deserving of attention, independently of both theltgy and the number of
nodes. Fig. 12 shows that when the transceiver failure satecreased fromi0 7 to
10 8 hour ! the MT achieved by a bus-based system is reducegDByand79% for
3 and15 nodes respectively. Conversely, the MT of a star-based ©dedreased by
22%and49%for 3 and15 nodes respectively.

4.7. MT vs Hub failure rate

Since the hub is the only single point of failure of a star,astbeen traditionally
assumed that it is a key factor in the reliability achievdiyla star. In fact it is normally
placed in a well-protected zone or it is even replicated.[BRJwever, the actual impact
of the hub has not been quanti ed yet.

To |l this gap, the current section analyzes the reliagil#chievable by a star-
based system for a wide range of hub failure rates (pararmatetlecFRof Table 1).
Note that these failure rates correspond to the part of thetat implements its actual
coupling and fault-treatment functionalities, i.e. théafeelectronic components that
were referred to as thdub Kernelin Section 3.4. The in uences of other electronic
and mechanical parts of the hub, e.g. the transceivers amkctors, have been taken
into account in previous sections.
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Although the in uence of the hub has been considered asaatevesults of Fig. 13
are outstanding as they quantitatively expose that the @lidtility is actually of ut-
most importance. They show that the MT can be hugely imprdmededucing the
magnitude of the hub failure rate. For small systems, e.gh %hodes, decreasing
the magnitude of the failure rate from its default vala®, ©, to 10 7 increases the
MT from 4:23to 7:86 h, a86%improvement with respect to the default case. Further
reducing it to10 8 yields a MT of8:60 h, i.e. 103%improvement. Likewise, for
larger system, e.g. with5 nodes, when the magnitude of the hub default failure rate
decreases frorh0 ©to 10 7 and10 &, the MT improves fron2:90, to 5:64 and6:22
h respectively, i.e. the MT approximately improvesd8foand114%

Moreover, recall from Section 4.1 and Fig. 7 that the benefts star are higher
as the power supply coveragao@vSupCayincreases. Although not shown in Fig. 13,
with a nearly perfegpowSupComhe MT of the default case of CANcentrate improves
by 916%and281%for 3 and15 nodes if hub failure rate is of the order bd 8.

These results encourage the use of a simplex star in pradtfeinternal part of
the hub is mainly constituted by electronic components. sThery low failure rates
can be achieved, either by internally replicating it, or Bing high-quality components
in its construction. Moreover, by using low but still reélishub failure rates, the MT
is very close to that achieved with a perfect hub with a failate of0 hour *.

Finally, Fig. 13 quantitatively corroborates that the éyalf the hub cannot be dis-
regarded, e.g. with5nodes the MT is drastically reduced frah®0to 0:49h (around
83%) when the hub failure rate magnitude increases ft@nf to 10 ° hour *. This
result shows that the star becomes worse than the bus if this imot reliable enough.

5. Discussion

The sensitivity analyses presented above reveal for thaimse how different rel-
evant aspects of systems relying on simplex buses and $feacs reliability. Current
section, instead, is devoted to further discuss how the ma@d® guide in the design
of reliable systems based on these topologies.

We have shown that nodes are the most unreliable elementg/sfem and that, as
a consequence, to attain a high degree of reliability theeaysnust be provided with
the capacity to accept/tolerate their failure/disconioect We refer these systems to
as FTA systems. For instance, building/home automatiotesyscan still provide a
proper degree of service despite the failure/disconnectia@ certain number of nodes.
On the other hand, critical systems accept/tolerate theréddisconnection of nodes
thanks to either node replication or intrinsic redundanidypde replication is exten-
sively used in many domains such as nuclear power plantsicadegtjuipment, rail-
way switching, y-by-wire and drive-by-wire. Intrinsic daindancy can be exploited in
domains such as x-by-wire and robotics. For example, the that control the opera-
tion of a car brake-by-wire system, multicopters and automas underwater/remotely-
operated vehicles can be dynamically adapted to respbctivierate the failure of
brake actuators, rotors and thrusters [37, 38, 39].

As concerns the network topology, note that replicated anesised in pure elec-
tronic control systems that need to be fully fail-operasiibrand in which nodes are
usually triplicated or quadruplicated [33, 40]. Howeverfully replicate an electronic
distributed control system and its network has associaigiieh production and cer-
ti cation costs. In many applications these extra costs dbaompensate the gain in
terms of reliability [33, 41]. Different alternatives cae bsed instead. One possibil-
ity is to use a simplex topology, replicate just the mosti@tnodes and, then, use a
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backup strategy either to provide graceful degradation ensure that the system fails
in a safe manner. Speci cally, it is possible to use an emargéydraulic/mechanical
backup [33, 42, 37] or to rely on the partial compensatiorvigied by other electronic
control subsystems [37, 42]. Another option is to take athge from the natural re-
dundancy/symmetry of the system and, hence, connect hifléafodes to one simplex
network and the other half to another simplex one e.g. [48¢alse one of the networks
fails, half of the nodes can still operate and communicafgréwide a gracefully de-
graded service or to reach a fail-safe state.

In any case, to use a robust-enough simplex topology is tak&nattain the relia-
bility required by systems in which extra costs due to fulliredancy do not pay off. In
particular, error containment is vital in those systems;siaccepting/tolerating a node
failure becomes useless if the errors a fault generatesoarevented from propagat-
ing to the rest of the nodes. In this context, simplex sta@ssapposed to outperform
buses, as the star's center has a privileged location wit@rsystem to contain errors.

From the above discussion we believe that, from an engimgeroint of view, it
is interesting to assess how the reliability of FTA systeha tely on simplex buses
and stars can be improved just by enhancing the simplexdggdlself, specially error
containment.

Next, as an example, we sketch how the models we propose i@ iguhe de-
sign of a reliable brake-by-wire (BBW) system. Automotiveais industry in which
the investment in terms of full redundancy is clearly comgrsial [33], and in which
customers are still somehow reluctant to rely on pure edaatrbased control sys-
tems [44]. In fact, nowadays intra-vehicle networks mosgly on simplex topolo-
gies [45, 2] and make use of hydraulic/mechanical backupk glg. as in hybrid re-
generative vehicles. Thus, let us consider a classical Bsém relying on a simplex
topology and in which safety is enforced by means of a phybaekup. Speci cally,
consider a typical BBW [41] composed of a Central Brake Managnt (CBM) ECU,
a Brake Pedal Sensor (BPS) ECU and four Wheel Brake (WB) ECUsceSirake
control algorithms can intrinsically compensate the |ldsstdeast one WB ECU [37],
imagine that the BBW is able to do so. In addition, to increligeBBW reliability
let us assume that the CBM, the BPS and the power supply ateateol. With this
con guration, the BBW system tolerates the failure/disgection ofl out of 8 nodes
and the failure of one power supply.

As concerns what reliability metric to use, note that the RJAs de ned to be
as general as possible. In this sense, it assumes that tteensgscepts/toleratds
node failures, independently of the node that fails. In soas®es this assumption may
not exactly re ect the fault-tolerance capacity derivednfr a given node redundancy
strategy. In those cases, though, an appropriate vallkecah be chosen to use the
FTARi as a lower bound to the system reliability. Moreover, giviea exibility of
SANs and their reward formalism, our models can be adaptedijtesst the metric to
the reliability of a speci ¢ redundancy con guration. Anyy, the FTAR matches the
reliability of the BBW proposed here.

At this point, imagine that although the BBW is provided wittbackup, we are
interested in assessing the achievable Mission Time (MT§nimposing the typical
reliability requirement of a BBW with no backup, i.e. 0.993899 [33]. When trying
to achieve the highest MT as possible for this system, it @ortant to recall that it is
almost unfeasible to decrease the connectors and wiresdaidtes (FRs) below their
default case values, i.e. beld® & and10 7 hour * respectively. Thus, we discard
investing in these components. Conversely, we considesting in the quality of the
electronic components (microcontrollers, CAN contrd|etransceivers and the hub

22



Figure 14: BBW Mission Time (MT) vs coverage

core), as well as on the coverage of the bus/star faultaote mechanisms.

For the bus the coverage that can be improved is the one porrdimg to the error
containment provided by each node CAN controller (or by eamte's bus guardian in
case nodes were provided with them). Fig. 14 shows the BBW Ma&nxtthis coverage
ranges from®0%to 100% assuming an ideal case in which the power supplies and the
electronic components do not fail. Results reveal that tieidkept in a constant low
value regardless of the coverage. This indicates that tedv/uis strongly limited by
the connectors and wires reliability and, thus, it is not adyoption for a BBW system.

On the other hand, we measured the BBW MT depending on theamwevith
which the hub contains bit- ipping errors. We assessed tilewing 4 star con gura-
tions (Fig. 14): (1) using ideal power supplies and eledgtraomponents that do not
fail; and (2 - 4) using power supplies of average quality,dlattronic components of
the highest one. Cases (2) to (4) consider the same compdrest which are around
10 7 hour !; thus they only differ from each other in the hub core FR, (2.10 7,
(3)10 2 and (4)10 °. Also note that conversely to the case of the bus and thetast s
con guration, (2) to (4) assume imperfect power suppliesadrage quality, i.e. they
consider the default supply FRd® °. To compensate the supplies unreliability, (2) to
(4) increase the coverage with which a supply failure isredke together with the hub
error containment, i.e. both coverages simultaneouslgedmm90%to 100% Tak-
ing this last aspect into account (2) to (4) reveal that, ecs®ly to the bus, it is possible
to improve the MT by enhancing the error-containment cayerarovided by the hub.
However, they show that to signi cantly improve the MT in sua way, it is manda-
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tory to build up a highly-reliable hub. This could be achigwsy internally replicating
the hub, as it is almost unfeasible to achieve hub core FRerlthan10 7 hour !
by just investing in its quality. Another interesting resslthat the MT in (3) and (4)
approach the one of (1) as the hub core reliability, the hotr@ontainment and the
fault-tolerance coverage of the supplies increase. Thigests that it is possible to
reach a high BBW reliability by investing in these parametsithout much concern
on the power supplies quality. Finally, whether or not the ptitentially achievable
by a star suf ces would depend on the speci c BBW application

6. Conclusions and future work

This paper characterizes the reliability of eldbus syssamlying on simplex bus /
star topologies when permanent hardware faults occurriiesaout parametric sensi-
tivity analyses that quantify, for the rsttime, the systeafiability that can be achieved
with a bus and a star, depending on several dependabil#teckaspects. It builds upon
the models previously proposed by the authors for the ca€2df and CANcentrate
and, then, it extends them to further consider an issue oé&sing concern in highly-
reliable systems, i.e. the negative impact of power suppiieeliability.

This work provides important insights from both a theortiand practical point
of view. The actual in uence on the reliability of the aspestudied here was still
unknown. This paper clari es this in uence, refuting sonmtuiitive ideas and reveal-
ing some unexpected effects. Results can be used as a afagttide to help system
engineers in deciding when is it better to use a star than galsusell as in designing
simplex bus and star eldbus systems that are adequaterirstef reliability. In this
sense, this work is not intended to demonstrate the supgradrstars over buses, but
to identify the key aspects that affect the reliability tbah be achieved with them.

Table 2 summarizes the main conclusions of the analysest, Fésults highlight
the need of providing the system with redundant power sapptbecond, they qualify
the importance of the fault-tolerance and error-contaimmueverages. Third, they
further advocate investing in the error-containment maidms at the star's central
element. Fourth, they refute the intuitive idea that the istaot appropriate when the
reliability of the components that are more abundant inaintin a bus is low; and
identify the cases in which the bus outperforms the staaliirresults reveal the huge
in uence of the hub reliability on the bene ts of the star.

The conclusions can be somehow extrapolated to other ediehnologies. Other
eldbuses use components with similar failure rates asé¢hased in CAN. Moreover,
although failure modes differ from one technology to anpttiee models and analyses
presented here re ect what really matters of each type df,faa. its proportion and
the capacity of the topology for containing the errors thétfgenerates.

This work is being extended to tackle the issue of temporamjts, as well as the
negative impact that external events such as collisions bawdependability.
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q¢

Analysed feature

Table 2: Sensitivity Analyses Main Conclusions
Main conclusions

Power supply redundancy and
coverage

System fault-tolerance coverage
(tolerance to node
failure/disconnection)

Hub's error-containment coverage
(bit- ipping coverage)

Disturbing faults proportion
(bit- ipping proportion)

Cabling failure rate
(wires and connectors)

Transceiver failure rate

Hub failure rate

(a) To replicate the power supply is fundamental for achigan acceptable reliability in both the bus and the star.

(b) The star is noticeably better than the bus only if the paugply is replicated.

(c) When1 power supply is required, the best redundancy option is plichte it, specially when the coverage with which the
power supply is tolerated is imperfect.

(d) The star can specially bene t from an increase in the caye with which the power supply failure is tolerated.

(a) In order to bene t from the star over the bus, the systemtbgrovide a high-enough coverage 7% for 3 nodes and
> 89% for 15).

(b) The lower the number of nodes, the higher the coveragedheu

(c) A coverage> 99:9% is not necessary. This value is lower than those typicatbirad by highly-reliable systems.

(a) The minimum coverage the hub must provide is lower than surcthé system fault-tolerance coverage.
(b) The lower the number of nodes is, the higher the coverageldive.
(c) A coverage> 99% is not necessary, except when the number of nodes and therppoopaf disturbing faults is high.

(a) The higher the proportion, the higher the MT improvemeatstar yields.

(b) The bus is very vulnerable to this proportion for any nunmdfenodes.

(c) The vulnerability of the star to this proportion increasvith the number of nodes and, thus, the MT improvement the star
yields when compared with the bus decelerates as this numtreases.

(d) Itis not necessary to suffer from a huge proportion ofudllsing faults to bene t from the star's better error contaient.

(a) It is refuted the intuitive idea that a star is inapprafiwhen the cabling is unreliable.

(b) The higher the number of nodes, the higher the star befier slmost any cabling failure rate.

(c) The star shows sustained reliability without much conaer the cabling reliability.

(d) The cabling reliability is crucial for the bus to be rélia enough.

(e) In practice it is not possible to make the bus more relidide the star by investing in the reliability of the bus cafplin

(a) For a low number of nodes, the bus can outperform the stéghify-reliable transceivers are used.
(b) For a high number of nodes, the star is the best choice fogiaen transceiver failure rate.
(c) To use reliable-enough transceivers is fundamentalftin tepologies.

(a) The reliability of the hub is of utmost importance.

(b) For a low number of nodes, the system reliability can be awgd by103% in practice by decreasing the hub failure rate.
(c) For a high number of nodes, the system reliability can beaved by114% in practice by decreasing the hub failure rate.
(d) It is possible to attain in practice the system religpihat would be achieved by using an ideal hub that does ilot fa
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