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Introduction

The FTA4FTT (Fault Tolerance for Flexible Time-Triggered Ethernet)
project aims at providing an architecture that can support
distributed control applications that are:

 Predictable — Have deadlines

« Adaptive — Have to work in changing environments

« Highly-reliable — Cannot suffer failures




FTT for Ethernet

Flexible Time-Triggered (FTT) on top of Ethernet allows developing
distributed embedded systems that are predictable and adaptive

« Master/multi-slave comm. model
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Typical control applications cyclically perform three actions:
sense, control and actuate.
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The CD4ANR mechanism

In a previous work we designed the Coordinate Dispatching for
Node Replication (CD4NR) mechanism to control the replicas:

* Operation of the replicas
 Transmission of messages
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The CD4ANR mechanism

In a previous work we designed the Coordinate Dispatching for
Node Replication (CD4NR) mechanism to control the replicas:

* Operation of the replicas
 Transmission of messages
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In this work we present the prototyping and testing of the
CD4NR mechanism and on areal FTTRS network
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Implementation

* Modification of replicas and
switches

* New experimental setup

o Inverted pendulum
o Hardware-in-the-loop

Testing

Test the tolerance of the system
to permanent faults affecting
the channel

* Switch crashes
* Failures in the links




Thank you for
your attention

See you at the
poster session!

First Implementation and Test of a
Node Replication Scheme on top of the
Flexible Time-Triggered Replicated Star
for Ethernet

vision

1. Introduction

The Fault Tolerance for Flexible Time-Trigge
project aims at providing a switched Ethernet architecture that can
support distributed control applications that are predictable, highly-
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Fault tolerance to faults

affecting the network affecting the nodes

refiable and adaptive.
ET4ETT reles on the Floxible Time-Triggered Replicated Star for
Ethernet (FTTRS) to tolerate channel faults, whereas nodes' faults are
tolerated by means of active node replcation witn majority voting

In order to coordinately trigger the execution of the tasks in the
repicas, we designed the CDANR mechanism, in which the network -
assists in deciding what to execute and when. ‘ =
This paper presents the fist implementation of the CD4NR mechanism

on a real prototype of FTTRS and the fist testing of the complete system

For this we developed a new experimental setup, based on the hardware-

in-the-loop technique, running a reak-time control application

+ Fiexibie Time-Triggered
Repicated Star (FTTRS)

+ Active repication + Majority voting
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For this to work each replica has to know what action to carry out at each instant
Coordinate Dispatching of tasks and messages for Node Replication

ol application phases

Typical control applications cyclically perform three actions

sense, control and actuate
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3. Coordinate triggering

Use the network to trigger the actions at the application level

- Take advantage ofthe TM
toaiso trigger the actions

s v + We provide each repica
Couiar il with an EC counter and a
— b triggering table
+ When a replca receives a
T sve ] new TM, it updates the

value of its EC counter
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it

Network
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Implementation

Addition of new features in various components and in different layers of the
architecture: plant and replicated distributed control system
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The plant is directly connected to the The task triggerer triggers the execution of
application of every of the replicas through one of the three phases of the application
dedicated Ethernet links upon the reception of a TH

New experimental setup

Create a virtual plant to test the behaviour of the distributed control system

Hardware-in-the-loop

« The complexity of an inverted pendulum is
simulated using Simuink

+ The control system is implemented in hardware

Prant

Three concurrent applications

+ RTreplicated app: Repicas execute two PIDs to
control both the angle and the position of the
inverted pendulum

+ RTflexible app: Replcas 1 and 2 exchange the
value ofa counter whose periodicity is set by the
network and can be modified online

+ Non-RT app: One legacy node (a video server)
transmits a video stream to another legacy node
(a video client)

Distibuted embodded system

Test the tolerance to

+ Testal the combinations of
crashes in the switches

6. Testing the system

switch crashes link failures - Finishing the development of the
* 2experiments, each involving  + 162 experiments, 81 of which recovery mechanisms
oone ofthe switches simulates the failure of a replica

In all the experiments the system operated correctly and no
disturbances were noticed in the control

Test the tolerance to The next steps involve

Performing a complete
« Testal the combinations of evaluation of the system
failures in the replicas’ links.

ot Finish the Implementatin of all te

fout tolerant mecharisms
Exhaustively proveke permanent.

iransient and kong-asing transient
errors atal te levels of the system
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