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Introduction

Adaptive Distributed Embedded Systems (ADES) can
change autonomously and dynamically in response to
unexpected operational requirements or conditions
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IS and interesting feature in terms of:
* Functionality — Change the behaviour

« Efficiency — Load the necessary functionalities

* Dependability — Adaptive fault tolerance




The DFT4FTT project

To properly implement an ADES it must be provided
with the appropriate architecture and mechanisms, that
make it possible to fulfil its real-time, dependability and
adaptivity requirements
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The System Architecture

At the node level, the DFT4FTT architecture
IS composed of various components
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The System Architecture

At the node level, the DFT4FTT architecture
IS composed of various components

* Monitor
* Detect

« Configuration
change
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Reconfiguration Strategies

Constantly verify that the system reqgs are fulfilled

- Faulty CNs Change List of tasks
* Tasks executed
- Falure rates configuration R! requirements

R(t) requirements




Reconfiguration Strategies

Reliability perspective

The reconfiguration capabilities of the NM allows us to
reallocate the tasks being executed in one CN to another,
when the first one suffers a permanent failure.

Non-critical tasks
« The service Is restores after some downtime.

Critical (replicated) tasks
« We have redundancy preservation.
* Equivalent to N-Modular Redund. scheme with spares.
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Introduction
A Adaptive Distibuted Embedded System [ADES) is a type of DES . v i
that has the ahilfy of recanfigure itself dynamically in response fa The DFTAFTT Project Towards designing DFT4FTT
changing operational raquiramants and conditians.
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2. The Task Model 3. The System Architecture

| |
+ DESs operate thanks to the execution of muliple functionalities The DFT4FTT architacture is composed of: a natwerk, several sensors and
+ Each is i by an which is composad of tasks actuatars, several computational nades and a
« An application is & sequence of task executions and message transmissions

Tasks can have different realtime and reliability
requirements. ishert frem th Aol
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We rely on [1] 1o determine the triggering instants of
tasks end messages in & holisLe and or-line manner,

From a reliability perspactive [1] ssamlussly supperls the
replications:of tasks.

Srmall extensions to adapt [1]to DFT4FTT.
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4. Internals of the Node Manager and a Computational Node

Node Manager Computational Node Three diferent levels n the software architecture
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The self-reconfiguration process is caried out in three phases:

- ;; 7 3 and
uration Change L) I Menitoring: Qbiain the system state
Manager 5 2 e ; Tl ke o < b
n comm| [vrain Task | | 8 Sec. Comm| | Sec. Task Dacison: Detmns ubn art i 2 s .3 i ez
u Manager Manager a Manager Manager o o s KF s

[ | Comm Enabldr 1111 Cdmm Enabler | Contiguration change: Cary aut e sytem madiicaons

T T changes.

Yoo s * Tho ian CommrisaionMaragor sl oo changoson o commuritians
+ 118 MER 1334 UaRager PR TEBACENEoF 15 ok,

i

5. Reconfiguration strategies 6. On-going Work

The KE constantly verifies that the system reqs are fulfille Reliability perspective Finish the spacification of the operaticns invalved in
Ih reconfiguration process.
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Make the Node Manager fault tolerant
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