
First exploration of the potential of 
diverse training and voting

for increasing the accuracy of CNNs

Abstract

Machine learning techniques are attracting a huge amount of interest from both industry and academia. For instance, Convolutional deep Neural Networks (CNNs) have recently enjoyed a notable success in image
understanding.
The automotive industry is already using image classifiers for Advanced Driver-Assistance Systems and in the development of the upcoming autonomous cars, which will have to guarantee high levels of reliability. The
certification of systems based on machine learning is an open issue but it is clear that any improvement in the performance of image classifiers is to be welcomed. CNNs need to be trained to act as image classifiers.
This training leads to slightly different classification capacity depending on some training parameters.
In this paper we present a first exploration on the use of schemes based on voting on the results of several CNNs trained differently, as a means to the reliability of this type of systems.
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1. Convolutional Neural Networks (CNN) for analysing visual imagery

Machine learning is attracting a huge amount of interest from both industry and academia.
Convolutional deep Neural Networks (CNNs) are computing systems that use the machine learning
principles and that have recently enjoyed a notable success in image classification or semantic
segmentation.
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3. Problem: Diversity in the performance of CNNs
CNNs need to be trained before using them.
This training process leads to slightly different results depending on the actual set of images and their order in the sequence, among other hyperparameters of the CNN architecture.
The same CNN architecture, once trained, could be able to classify a specific test image or not depending on these factors.
To explore this diversity, the authors train a well known CNN using the widely used database of images MNIST.

Voting Algorithm 1 (VA1)

Next table shows the accuracy of simplex and redundant CNN systems for 16 training configurations.

6. Conclusions

There are still too many parameters in the CNNs that are tuned using best-effort approaches. This does not
seem the most appropriate way for obtaining the kind of optimal results that are expected when targeting
critical applications.

In this context, the voting techniques presented in this paper offer the possibility of achieving a better
performance in average without having to put an extra effort in understanding the internals of the CNN.

These techniques are compatible with any improvement that simplex CNNs could experience in their
performance.

This paper represents a first step towards a better understanding of the potential of diverse training as a
means to improve the performance of CNNs.

2. Key sectors interested in CNNs
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Voting Algorithm 2 (VA2)

We use N-Modular Redundancy (NMR) and N-version programming (NVP) as basic references, using
majority voting.

4. Proposed idea: Voting on diverse replicas of a CNN
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VA2 will potentially outperform VA1 in scenarios in which for the same j there are several pi
j with values

close to the maximum one, but it cannot be anticipated which VA will yield a better accuracy in general, due
to the wide variety of scenarios that are possible when considering the potential values of all pi

j

5. Results


